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Q.1 Consider the following population:  

i 1 2 3 4 5 
y 1.2 1.5 0.9 0.7 1.4 

Write down the sampling design when the samples, each of size 3, are drawn without 
replacement from this population, and each sample has the same probability of being 
selected. Find the probability unit 2 is selected in the sample, unit 5 is selected in the 
sample, and units 2 and 5 occur together in the sample. 
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Q.2 In the above problem, by considering all the samples, verify that the sample mean is 
unbiased estimator of the population mean and that the sample variance is unbiased 
estimator of population variance.  
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Q.3 Suppose it is required to estimate the average value of a output of a group of 5000 factories 
in a region so that the sample estimate lies within 10% of the true value with a confidence 
coefficient of 95%. Determine the minimum sample size required. The population 
coefficient of variation is known to be 60%. 
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Q.4 In an SRSWOR (N,n) consider the class of estimators of 𝑌, 𝑌 =  ∑ 𝑎  𝑦 , where  ar is a 
constant depending on the rth draw. Show that 𝑌  is unbiased estimator of  𝑌 iff ∑ 𝑎 =
1. Also find V(𝑌 ). 
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Q.5(a) In the above problem, subject to the condition ∑ 𝑎 = 1 find the choice of ar for which 
V(𝑌 ) is minimum. 
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Q.5(b) Hence, propose the minimum variance unbiased estimator of 𝑌 in the above class. [2] 2  
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