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Q.1(a) Describe Huffman coding algorithm. Consider a DMS with probabilities 0.37, 0.33, 

0.16, 0.07, 0.04, 0.02 and 0.01, respectively. Construct Huffman coding for the DMS 
and find out the code efficiency. 

[5] 01 02 

Q.1(b) Prove that the chain rule for entropy is given by                                     

                                        𝐻(𝑋ଵ, 𝑋ଶ, … , 𝑋௡) = ∑ 𝐻(𝑋௜|𝑋௜ିଵ, … , 𝑋ଵ)
௡
௜ୀଵ  
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Q.2(a) Show that the channel capacity of an ideal AWGN channel with infinite bandwidth is 
given by 1.44 S/Ƞ  b/s, where S is the average signal power and Ƞ/2 is the power 
spectral density of the white Gaussian noise. 
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Q.2(b) Draw the bandwidth efficiency diagram. Find the overall channel capacity of two 
cascaded connected BSC channels if both have the same transition probability 
diagram with p=0.3 
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Q.3(a) Define Galois field and its properties. Prepare multiplication table for the GF (5). [5] 03 01 
Q.3(b) Define Singleton and Humming bounds for linear block codes. Consider a parity check 

matrix H= [1 0 0 0 0 1 1; 0 1 0 0 1 0 1; 0 0 1 0 1 1 0; 0 0 0 1 1 1 1], received sequence 
as r= [0 0 1 1 0 1 1] and error e=[0 1 0 1 0 0 0 ], then compute the syndrome, s and 
reconstructed code, c. 
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Q.4(a)   For non-systematic coding in (7, 3) binary cyclic code (under GF (2)) with generator 
polynomial g(x)=1 + x2 + x3 + x4 . Generate all possible codewords. 
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Q.4(b) What is the role of parity check matrix in error correction and for above question 
4(a), determine parity check matrix, H. 

[5] 04 03 

     
     

Q.5(a) Draw convolutional encoder and its one stage of trellis diagram with transfer function 
matrix G(x)= [1 + x2   1 + x + x2] 

[5] 05 04 

Q.5(b) Describe Viterbi decoding of convolutional codes with its advantages.   [5] 05 02 
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