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Section-A:  Objective (MCQ) Questions:  

1. Which algorithm is not based on initial population of solution? 

a) Honey bee mating optimization algorithm 

b) Gradient Descent based optimization algorithm 

c) Harmony Search optimization algorithm 

d) Ant Colony optimization algorithm 
 

2. General problems solving heuristic based approach is known as 

a) Meta heuristic based approach 

b) Hyper heuristic based approach 

c) Both b and c 

d) None of the above 

 

3. For a linear optimization problem both minimization and maximization can be found  

            In case of  

a) Unbounded decision space of the problem 

b) Bounded decision space of the problem 

c) Both a and b possible 

d) None of the above. 

 

4. Mostly natured inspired optimization problems solving approach can be classified in  

a) Initial Single solution based 

b) Population based  

c) Initial two solutions based 

d) a and c 

 

5. 2D linear optimization problem can be solved 

a) Using graphical method 

b) Simplex method 

c) Both a and b 
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d) None of the above 

 

6. 0/1 knapsack optimization problem is 

a) Linear optimization 

b) Non linear optimization 

c) Both a and b 

d) None of the above 
 

7. A nature inspired algorithm for solving optimization problem provides 

a) local optimum solution 

b) Near local optimum solution 

c) Both a and b may be possible 

d) None of the above 

 

8. Random Sampling grid approach of meta heuristic algorithm needs 

a) The whole decision space of the problem be searched precisely 

b) the evaluation of any new possible solution is done independently of previously 

tested solutions. 

c) the evaluation of any new possible solution is dependent of previously tested 

solutions. 

d) a and c 

e) a and b 

 

9. Which one is true among the following? 

a) State variables are independent variables whose values changes so, the decision 

variables change their values. 

b) State variables are dependent variables whose values change as the decision 

variables change their values 

c) Both state variables and decision variables separate from each other and do not 

make any effect on each other. 

d) None of the above 

 

10. By default, Gradient descent approach can be used to 

a) solve the minimization problem of optimization 

b) solve the maximization problem of optimization 

c) solve both a and b 

d) None of the above 

 

 

11.  Can a solution be feasible if 

a) It optimizes the objective function but not satisfies the constraints 

b) It optimizes the objective function and also satisfies the constraints 

c) Not optimizes the objective function but satisfies the constraints 

d) Both b and c 

12. Which one is true among following? 



a) Nature inspired meta heuristic approach is derivative free approach to solve the 

optimization problem 

b) Nature inspired meta heuristic approach is derivative based approach to solve the 

optimization problem 

c) Both a and b possible 

d) None of the above 

 

13. Genetic algorithm is 

a)  First Derivation based technique  

b) Second Derivation technique 

c) both a and b can be possible. 

d) None of the above 
 

14. Which one is true in genetic algorithm:  

a) Selection of the solutions according to their fitness value 

b) Creating new off-springs using mutation  

c) Crossover technique is used to discard low fitness valued solutions.  

d) a and c 

e) a and b 
 

15. The role of population diversity in GA is 

a) To avoid the selective pressure 

b) To avoid the premature convergence of Genetic algorithm 

c) To increase the rate of convergence of genetic algorithm 

d) a and b 

e) a and c 
 

16. The purpose of low mutation rate in genetic algorithm is 

a) To avoid the accumulation of more deleterious mutations overall, which can result 

in higher fitness. 

b) To avoid the accumulation of more deleterious mutations overall, which can result 

in lower fitness. 

c) To keep the accumulation of more deleterious mutations overall, which can result 

in higher fitness. 

d) None of the above 
 

17. Ant Colony optimization technique is based on  

a) Concentration of pheromone depositions on the path 

b) Visibility or desirability of the path 

c) Both a and b 

d) None of the above 

 

18. Ant colony optimization technique can be applied mainly 

a) To solve the discrete optimization problem 

b) To solve the continuous optimization problem 

c) solve the both a and b 

d) None of the above 
 



19. Travelling salesman problem is 

a) Discrete optimization problem 

b) Continuous optimization problem 

c) Both a and b can be possible 

d) None of the above 
 

 

20. Global best in the PSO technique shows 

a) Personal behaviors of the particles 

b) Social behaviors of the particles 

c) Both personal and social behaviors of the particles. 

d) None of the above 

 

21. In Particle swarm optimization technique position of the particles are updated using 

a) previous position and previous velocity 

b) previous position and current velocity 

c) previous position only 

d) Previous velocity only 

 

22. Honey Bee mating optimization technique is 

a) improved version of particle swarm optimization 

b) improved version of genetic algorithm 

b)  improved version of ant colony optimization 

d)  None of the above 
 
 

23. BAT Algorithm is inspired by the  

a) Visibility capability of the BAT 

b) Echolocation capability of the BAT 

c) Flying capability of the BAT 

d) None of the above 
 

24. The crossover operation in honey bee optimization technique is applied  

a) In between drones and workers 

b) In between queen and drones 

c) In between drones 

d) In between workers 

 

25. In honey bee optimization technique, the solution of the optimization problem is 

a) Based on the fitness of the queen 

b) Based on the fitness of the workers 

c) Based on the fitness of the drones 

d) None of the above 

 

 

 

 

26. In BAT algorithm the frequency is used to  



a) Adjust the position 

b) Adjust the Velocity 

c) Both position and velocity 

d) None of the above 
 

27. The termination criteria is decided in BAT algorithm as 

a)  Number of BATs 

b) Number of Movements of the BATs 

c) Both a and b can be taken 

d) None of the above 

 

28. The Music improvisation is the basis or inspiration for 

a) Harmony Search technique to solve the optimization problem. 

b) Honey bee optimization technique to solve the optimization problem 

c) BAT algorithm to solve the optimization problem 

d) None of the above. 
 

29. In Harmony Search algorithm if Harmony memory consideration rate (HMCR) is 0.5 

and pitch adjustment rate is 0.4 then, effective rate of pitch adjustment rate is: 

a) 0.1 

b) 0.9 

c) .20 

d) 0.4 
 

30. In Harmony search algorithm the purpose of HMCR is  

a) To provide the probability for the selection of solution from the harmony memory 

b) To provide the probability for the selection of solution randomly generated. 

c) To provide the probability to adjust the harmony selected from the harmony 

memory 

d) None of the above 
 

 

 

 

 

 

 

 

 

 

 



 

Section-B: Subjective (Descriptive) questions 

Q.No.1:  

a) Explain the basis for classification of Meta‐Heuristic and Evolutionary Algorithms.     [2] 
 

b) Explain, how we evaluate the performance of the meta-heuristic algorithms.                   [3] 

 

Q.No.2:  

a) Explain the various features of genetic algorithm.          [2] 

b) Six strings have the following fitness function values: 5,10,15,25,50,100. Under Ranking 

selection, calculate the expected number of copies of each string in the mating pool of the 

constant population size, n=6, is maintained.                         [3] 

Q.No.3:   

a) Explain the method to compute the probability of selecting a path in Ant colony 

optimization based on pheromone and visibility criteria. How can we control these criteria?

                       [2] 

b)  Write the algorithm for particle swarm optimization technique. Explain the controlling 

factors of this algorithm.                     [3] 

 

Q.No.4: 

a) Write down the harmony search optimization algorithm. By applying the harmony search 

algorithm compute the first iteration result for the optimization of the following problem 

     maximize z =  x3 - 60x2 + 900x + 100  

       where decision variable x is subject to 

0 <= x <= 31 

 Assume the suitable parameters and initial population of the feasible solution.                    [3]     

b) Explain the algorithm of honey bee mating optimization technique using flowchart.        [2]         

 

****************    End of Question Paper  ************** 
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