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1. The question paper is having two sections Section $A$ [ 30 Marks] and Section $B$ [20 Marks].
2. Section A is having 30 Multiple Choice Questions.
3. Section B contain 5 Questions and Candidates may attempt any 4 questions of 20 marks.
4. The missing data, if any, may be assumed suitably.
5. Before attempting the question paper, be sure that you have got the correct question paper.

## SECTION-A

[1X30=30Marks]

1. From a practical perspective, the first thing you need to do before designing an algorithm is to understand completely the problem given. This step is followed by "Decision on computational means, exact versus approximation solving, data structure(s), algorithm design technique" . Arrange the following sequence of steps, which are to be followed the steps, in their correct order.
Step-A: Design an algorithm
Step-B: Prove correctness
Step-C: Analyse the algorithm
Step-D: Code the algorithm
a) $\mathrm{A}-\mathrm{B}-\mathrm{C}-\mathrm{D}$
b) $A-C-B-D$
c) $A-D-C-B$
d) $D-A-B-C$
2. Consider the following C-function:
double foo (int n)
\{
int i;
double sum;
if ( $\mathrm{n}==0$ ) return 1.0;else
\{
sum $=0.0$;
for ( $\mathrm{i}=0 ; \mathrm{i}<\mathrm{n} ; \mathrm{i}++$ ) sum $+=$
foo (i);
return sum;
\}
\}
The space complexity of the above function is:
a) $\mathrm{O}\left(\mathrm{n}^{2}\right)$
b) $\mathrm{O}(\mathrm{n})$
c) $\mathrm{O}(\mathrm{nlgn})$
d) $\mathrm{O}(1)$
3. $G$ is a graph on $n$ vertices and $2 n-2$ edges. The edges of $G$ can be partitioned intotwo edge-disjoint spanning trees. Which of the following is NOT true for G ?
a. There are two vertex-disjoint paths between every pair of vertices
b. The minimum cut in $G$ has at least two edges
c. There are two edge-disjoint paths between every pair of vertices
d. For every subset of k vertices, the induced subgraph has at most $2 \mathrm{k}-2$ edges.
4. Average successful search time taken by binary search on a sorted array of 10 items is
a) 5.5
b) 3.2
c) 2.9
d) 1.0
5. Which algorithm technique is popularly used to find solution for n - Queen problem?
a) Dynamic Programming
b) Greedy
c) Incremental Approach
d) Backtracking
6. A non-deterministic algorithm is said to be non-deterministic polynomial if the time-efficiency of its verification stage is non-polynomial.
a) TRUE
b) FALSE
c) Cannot Say
d) May be
7. The running time of an algorithm is represented by the following recurrence relation:
if $(n<=3)$ then $T(n)=n$
else
$T(n)=T(n / 3)+c n$
Which of the following represents the time complexity of the code?
a) $\lg _{3} n($ Log $n$ base 3$)$
b) $n$
c) $\log \mathrm{n}$ base 2
d) $\lg n$
8. You are given a knapsack that can carry a maximum weight of 60 . There are 4 items with weights $\{20,30$, $40,60\}$ and values $\{70,80,90,150\}$. What is the maximum value of the items you can carry using the knapsack?
a) 90
b) 160
c)150
d) 170
9. What will be global optimal return for Rod Cutting problem for the following given pairs: $\{<1: 3>,<2: 5\rangle$, $<3: 8>\}$ for rod of length $n=3$.
a) 9
b) 8
c) 5
d) 3
10. Kruskal' s algorithm is better for the sparse graphs than the prim' s algorithm.
a) True
b) False
c) Never
d) Cannot Say
11. Consider the following segment of C -code:
$\operatorname{int} \mathrm{j}, \mathrm{n} ; \mathrm{j}=1$;
while $(j<=n) j=j * 2$;
The number of comparisons made in the execution of the loop for any $n>0$ is:
a) Selling ( $\operatorname{lgn}+2$ )
b) Floor(lgn+2)
c)Celling ( Ign)
d) Floor(lgn) +1
12. Solve the given TSP problem. Start city is 1. The cost of the optimum tour is:

a) 35
b) 38
c) 40
d) 27
13. What is the time complexity of the brute force algorithm used to solve the Knapsack problem?
a) $\mathrm{O}(\mathrm{n}!)$
b) $O\left(n^{3}\right)$
c) $O\left(n^{2}\right)$
d) $\mathrm{O}\left(2^{\mathrm{n}}\right)$
14. The profit generated by the dynamic programming-based solution to $0 / 1$ knapsack problem is always greater than the profit generated by the greedy method on the same instance.
a) TRUE
b) FALSE
c) Cannot Say
d) Not at ALL
15. A fully binary tree with $n$ non-leaf nodes contains
a) $2 n$ nodes
b) $2 n-2$ nodes
c) $3 n$ nodes
d) $2 n+1$ nodes
16. Consider a graph $G=(V, E)$, where $V$ is set of vertices and $E$ is set of edges. On that graph, what will be the time complexity of Kruskal's algorithm?
a) $\mathrm{O}(\mathrm{lgv})$
b) O (Elgv)
c) $\mathrm{O}\left(\mathrm{ElgE}^{2}\right)$
d) $O\left(E \lg v^{3}\right)$
17. Momoization refers to maintaining an entry in a table for the solution to the final optimal solution out of the subproblems during dynamic programming
a) TRUE
b) FALSE
c) Cannot Say
d) Not at All
18. Which of the following statement (s) is / are correct regarding Bellman-Ford shortest path algorithm?
P. Always finds a negative weighted cycle, if one exists.
$Q$. Finds whether any negative weighted cycle is reachable from the source.
a) P Only
b) Q Only
c) $P$ and $Q$ both
d) Neither P nor Q
19. Consider a graph $G=(V, E)$, where $V=\{v 1, v 2, v 100\}$, $E=\{(v i, v j) \mid 1 \leq i<j \leq 100\}$, and weight of the edge $(v i, v j)$ is $|i-j|$.
The weight of the minimum spanning tree of G is?
a) 101
b) 100
c) 99
d) 98
20. Solution to the recurrence relation $T(n)=2 T(\sqrt{ } n)+\lg n$ is:
a) $O(\lg n \operatorname{Ig} \lg n)$
b) $O(n)$
c) O (nlgn)
d) $O\left(n^{2}\right)$
21. Let $S$ be a sorted array of $n$ integers. Let $T(n)$ denote the time taken for the most efficient algorithm to determine if there are two elements with a sum less than 1000 in S . Which of the following statements is true?
a) $T(n)=O(n)$
b) $\mathrm{T}(\mathrm{n})=\mathrm{O}(\mathrm{n} / 2)$
c) $\mathrm{T}(\mathrm{n})=\mathrm{O}(\lg \mathrm{n})$
d) $\mathrm{T}(\mathrm{n})=\mathrm{O}(1)$
22. Consider the problem of computing min-max in an unsorted array where min and max are minimum and maximum elements of array. Algorithm A1 can compute min-max in a1 comparisons using divide and conquer. Algorithm A2 can compute min-max in a2 comparisons by scanning the array linearly. What could be the relation between a1 and a 2 considering the worst-case scenarios?
a) Depends on input
b) $\mathrm{a} 1=\mathrm{a} 2$
c) $\mathrm{a} 1<a 2$
d) $\mathrm{a} 1>\mathrm{a} 2$
23. What is the global optimal solution to following instance of $0 / 1$ knapsack problem $m=7 \mathrm{~kg}$, $(\mathrm{w} 1, \mathrm{w} 2$, $w 3, w 4)=(3,4,6,2),(p 1, p 2, p 3, p 4)=(10,20,32,15)$
a) 1100
b) 1010
c) 0101
d)1001
24. A machine took 200 sec to sort 200 names, using bubble sort. In 800 sec it can approximately sort
a) 1800 Names
b) 800 Names
c) 1200 Names
d) 400 Names
25. The depth of a complete binary tree with ' $n$ ' nodes is
a) $\lg (n+1)-1$
b) $\lg n+1$
c) $\lg (n-1)-1$
d) $\lg n$
26. Which of the following problems is equivalent to the 0-1 Knapsack problem?
a) You are given infinite coins of denominations $\{v 1, v 2, v 3, \ldots \ldots, v n\}$ and a sum S . You have to find the minimum number of coins required to get the sum S
b) You are studying for an exam, and you have to study $N$ questions. The questions take $\{t 1, \mathrm{t} 2, \mathrm{t} 3, \ldots, \ldots$, tn\} time(in hours) and carry $\{m 1, m 2, m 3, \ldots ., m n\}$ marks. You can study for a maximum of T hours. You can either study a question or leave it. Choose the questions in such a way that your score is maximized.
c) You are given a suitcase that can carry a maximum weight of 15 kg . You are given 4 items which have a weight of $\{10,20,15,40\}$ and a value of $\{1,2,3,4\}$. You can break the items into smaller pieces. Choose the items in such a way that you get the maximum value.
d) You are given a bag that can carry a maximum weight of W . You are given N items which have a weight of $\{w 1, w 2, w 3, \ldots ., w n\}$ and a value of $\{v 1, v 2, v 3, \ldots ., v n\}$. You can break the items into smaller pieces. Choose the items in such a way that you get the maximum value.
27. Dijkstra's Algorithm cannot be applied on-
a) Directed and weighted graph
c) Undirected and unweighted graphs
b) Unweighted graphs
d) Graphs having negative weight function
28. How many different spanning trees can be obtained from a complete graph of 5 vertices?
a) 16
b) 32
c) 125
d) 8
29. Average successful search time for sequential search on $n$ items is
a) $(n-1) / 2$
b) $(n+1) / 2$
c) $n \times n$
d) $\quad n / 2$
30. A machine needs a minimum of 100 sec to sort 1000 names by quick sort. The minimum time needed to sort 1000 names by quick sort. The minimum time needed to sort 100 names will be approximately
a) 10 sec
b) 72.7 sec
c) $\quad 11.2 \mathrm{sec}$
d) 6.7 sec

## SECTION B

[To Answer choose Any Four Questions out of Five 4X5=20 Marks]
Q.1(a) Solve the recurrence $T(n)=9 T(n / 2)+n^{2}$.
Q.1(b) Prove that $(n+a)^{b}=\theta\left(n^{b}\right)$.
Q.2(a) Write an algorithm to delete an element from the BST?
Q.2(b) Why do we use divide and conquer algorithm paradigm? Discuss with an example.
Q.3(a) Write the basic characteristics of Dynamic programming.
Q.3(b) Write an algorithm for FLOYD WARSHALL and analyze its time complexity asymptotically.
Q.4(a) Write Short notes on Branch and Bound Techniques.
Q.4(b) Write the Dijkstra' $s$ algorithm for the single source shortest path and analyze it' $s$ time [3] complexity.
Q.5(a) What makes algorithm nondeterministic.
Q.5(b) Prove that Hamiltonian Cycle problem for the undirected Graph is NP Complete.

