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    CO BL 
Q1 (a) Explain the role of descriptive statistics in data analysis. [2] 1 1 
Q1 (b) Explain the standard normal distribution of data with suitable sketch. Also 

mentions the various properties of standard normal distribution. How can we 
convert a normally distributed data into standard normally distributed data? 

[3] 2 2 
 

      
Q2 (a) When the permutation & randomization test is carried out? Explain with suitable 

example. 
[2] 2 2 

Q2 (b) Explain the steps of two tails based Hypothesis testing with suitable example.  [3] 2 3 
      

Q3 (a) Explain the situation in which one way ANOVA technique is used with suitable 
example. 

[2] 2 2 

Q3 (b) Abdul Hassan, president of Floor Coverings Unlimited, has asked you to study 
the relationship between market price and the tons of rugs supplied by his 
competitor, Best Floor, Inc. He supplies you with the following observations of 
price per ton and number of tons, obtained from his secret files: 
(2, 5), (4, 10), (3, 8), (6, 18), (3, 6),  (5, 15),  (6, 20), (2, 4) 
The first number for each observation is price and the second is quantity. 
a. Prepare a scatter plot manually on answer sheet paper 
b. Determine the regression coefficients, a0 and a1. 

[3] 3 4 

      
Q4 (a) Discuss the Ridge regression technique for regularization of regression. [2] 2 2 
Q4 (b) With suitable sketch, explain the K nearest neighborhood classification 

technique. 
[3] 3 3 

      
Q5 (a) Explain the bias-variance dichotomy in machine learning context. [2] 2 2 
Q5 (b) Explain the logistic regression with suitable example. Also explain the limitation 

of logistic regression. 
[3] 3 3 
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