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Q.1(a) Show relationship between Artificial Intelligence, machine learning and deep learning with the help 

of diagram.                                                                                                     [CO1][BT2] 
[2] 

Q.1(b) Identify “Prediction of house price is a regression/classification problem” Justify your answer. 
                                                                                                                                [CO1][BT3] 

[3] 

Q.1(c) Do we need to normalize given data? If yes give justification why normalization is required in given 
data. Also write result of normalization.                                                           [CO2][BT3] 

        Age (X1)   Income (X2)  
x1  12   300  
x2  14   500  
x3  18   1000  
x4  23   2000  
x5  27   3500  
x6  28   4000  
x7  34   4300  
x8  37   6000  
x9  39   2500  
x10  40   2700 

 

[5] 

   

Q.2(a) Two six-sided dice are rolled. What is the probability that the numbers on the dice are different?                                                                                                   
[CO3][BT5] 

[2] 

Q.2(b) Calculate accuracy, precision, recall, F1 score for given confusion matrix.              [CO3][BT3] 

 

[3] 

Q.2(c) How regularization is done in logistic regression. Give all regularization formulas.    [CO2][BT2] [5] 
   

Q.3(a) Entropy is less preferred method to calculate information gain in decision tree. Why? [CO3][BT3] [2] 
Q.3(b) Consider the following dataset: 

 
Which of these is not a support vector when using a Support Vector Classifier with a polynomial 
kernel with degree = 3, CC = 1, and gamma = 0.1?                                                      [CO3][BT3] 

[3] 
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Q.3(c) Explain decision tree with example using Gini index.                                     [CO3][BT2] [5] 
   

Q.4(a) The value of bias and variance for efficient machine learning methods should be……………………..?  Justify 
your answer.                                                   [CO4][BT4] 

[2] 

Q.4(b) Apply Naïve bayes classifier on given data                                                        [CO4][BT4] 

Document Text Class 
1 I loved the movie + 
2 I hated the movie - 
3 a great movie. good movie + 
4 poor acting - 
5 great acting. a good movie + 

 

[3] 

Q.4(c) Show neural network learning in digit recognition system with the help of figure/flowchart/algorithm.                        
[CO4][BT5] 

[5] 

   
Q.5(a) Google assistance is an example of natural language generation or understanding or both. Justify your 

answer.                                                                                                    [CO5][BT4] 
[2] 

Q.5(b) Apply k mean clustering on given dataset. And show your steps For K=2      [CO5][BT3] 

 

[3] 

Q.5(c) How ensemble are different than traditional machine learning methods.                    [CO5][BT4] [5] 
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