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Q1 (a) What do you mean by soft computing technique? How it is different from hard 

computing?                                                                                            
[2] 

 (b) Compare biological and artificial neural network (ANN).  [3] 
    
                                                                                                                   
Q2 (a) Explain different network architectures of ANN.                                   [2] 
 (b) Write MATLAB codes to implement XOR gate using multilayer artificial neural network.                                         [3] 
    
    
Q3  With a neat flowchart, explain the training process of perceptron network. Explain 

different activation function used in perceptron network.                                                                                                              
[5] 

    
    
Q4 (a) What is the concept of α-Cuts? How is it different from a strong α-Cuts?                                                                                                             [2] 
 (b) Explain the following operations on Fuzzy Sets (i) Fuzzy Concentration (ii) Fuzzy Dilation 

(iii) Fuzzy Intensification with suitable MFs. 
[3] 

                                                                                                
    
Q5 (a) Use the MFs of old and small to generate the MFs for the following terms: 

(a) not very young and not very old 
(b) very young or very old. 
Plot the MFs for these two linguistic values.                                                                                                               

[2] 

 (b) With suitable example explain the max-product composition of fuzzy relation. [3] 
    
                                                                                                
Q6 (a) Illustrate graphically fuzzy reasoning considering single fuzzy if-then rules with multiple 

antecedents.                                                                                                              
[2] 

 (b) Describe various defuzzification procedures.                                                                                                              [3] 
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