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Q1 (a) Define Kullback-Leibler distance between two probability mass functions p(x) and q(x). 
Also prove that D(p||q) not equal to D(q||p). 

[2] 

 (b) Prove that the entropy of a Gaussian random variable is only depending upon its finite 
variance of the distribution. Also compare its entropy with other continuous random 
variables. 

[3] 

    
    
Q2 (a) Define information and entropy of a source. Also determine the av. Entropy of the English 

language assuming alphabets are equally likely.   
[2] 

 (b) Explain the properties of entropy for a discrete memoryless source. Show that entropy is 
bounded as 0 ≤ H(X) ≤ log2K, when K is the no. of symbols. 

[3] 

    
    
Q3 (a) Define Instantaneous code.  [2] 
 (b) Consider a discrete memoryless source having alphabet XX: {A, B, C, D} and corresponding 

probabilities {0.5, 0.25, 0.125, and 0.125}. Determine the arithmetic code for the 
sequence BCADA with pictorial illustration. 

[3] 

    
    
Q4 (a) Explain rate distortion function for Gaussian source. [2] 
 (b) Describe Huffman coding algorithm. Consider a DMS with probabilities 0.37, 0.33, 0.16, 

0.07, 0.04, 0.02 and 0.01, respectively. Construct Huffman coding for the DMS and find 
out code efficiency. 

[3] 

    
    
Q5 (a) Evaluate the overall channel capacity of three cascaded connected BSC channels assuming 

that all have the same transition probability diagram with p=0.1 . 
[2] 

 (b) Prove that the information capacity of a continuous channel of bandwidth W hertz, 
perturbed by additive Gaussian noise of power spectral density N0/2 is given by 
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[3] 

    
    
Q6 (a) Define channel capacity and explain Shannon limit. [2] 
 (b) Explain the channel capacity for MIMO systems.   [3] 
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