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Q.1(a) What is random variable? Define conditional probability and conditional expectation. [2] 
Q.1(b) In an experiment the random variable X has the elements 𝑋 = {−3, −2, −1, 0,1,2} with 

probabilities 𝑃௑  (𝑥) = {02, 0.5𝑘, 𝑘, 0.1,0.3𝑘, 𝑘} . Find the value of k and sketch the distribution 
function 𝐹௑(𝑥).   

[4] 

Q.1(c) Given a probability density function 𝑓௑(𝑥) = 𝑎𝑒ି௕|௫| where −∞ ≤ 𝑥 ≤ ∞. Find i) the Distribution 
function ii) relation between a and b iii) 𝑃(1 ≤ 𝑋 ≤ 2). 

[6] 

   
Q.2(a) Explain the central limit theorem with suitable example. [2] 
Q.2(b) 

A random variable X has exponential pdf given as 𝑓௑(𝑥) = ൜
2𝑒ିଶ௫,   𝑥 ≥ 0

0, 𝑥 < 0
 . Evaluate the mean and 

variance of X. 

[4] 

Q.2(c) 
The joint pdf of bivariate random variable (X,Y) is given as 𝑓௑,௒ (𝑥, 𝑦) = ቄ

𝐾𝑥𝑦,   0 < 𝑥 < 𝑦 < 1
0            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

. 

Find the value of K and determine whether X and Y are independent. 

[6] 

   
Q.3(a) What is random process? Describe the strict sense stationary and weak sense stationary process. [2] 
Q.3(b) Describe about sampling theory. Define the sample mean and sample variance. [4] 
Q.3(c) The random variables X and Y have the joint density function 𝑓௑,௒(𝑥, 𝑦) =

ଵ

ଶସ
, 0 < 𝑥 < 6; 0 < 𝑦 <

4. What is the expected value of the function  𝑔(𝑥, 𝑦) = (𝑋𝑌)ଶ 

[6] 

   
Q.4(a) Explain ergodic random process with suitable example. [2] 
Q.4(b) Derive an expression for power spectral density. Describe the white noise. [4] 
Q.4(c) 

A stationary random process has an autocorrelation function given as 𝑅(𝜏) =
ଶହఛమାଷ଺

଺.ଶହఛమାସ
  . Find the 

mean, mean square value and variance of the process. 

[6] 

   
Q.5(a) Describe the Poisson process. [2] 
Q.5(b) The spectral density of a random process X(t) is given by 𝑆௑௑(𝑤) =

௪మ

௪రାଵଷ௪మାଷ଺
 . Find the 

autocorrelation function and the average power. 

[4] 

Q.5(c) A random process is defined as 𝑋(𝑡) = 𝐴 cos (𝑤௖𝑡 + 𝜃) where 𝜃 is a uniform random variable 
over (0,2π). Verify whether the process is ergodic in the mean sense and autocorrelation sense. 

[6] 

   
Q.6(a) Discuss what happen to PSD of a random signal if we pass it through a linear system. [2] 
Q.6(b) Explain the thermal noise and shot noise. [4] 
Q.6(c) Describe Auto regressive process and find the relationship between autocorrelation sequence with 

model parameters. 
[6] 

   
Q.7(a) Explain Kalman filter with suitable example. [2] 
Q.7(b) Discuss on the spectral estimation using auto regressive model.   [4] 
Q.7(c) What is an optimum filter? Derive the expression for a Wiener filter.   [6] 
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